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Manipulation Guidance Field for Collaborative Object Manipulation in VR

Xiaolong Liua, Lili Wanga,b, and Shuai Luana

aState Key Laboratory of Virtual Reality Technology and Systems, Beihang University, Beijing, China; bPeng Cheng Laboratory, Shengzhen,
China

ABSTRACT
Object manipulation is a fundamental interaction in virtual reality (VR). Efficient and accurate
manipulation is important for many VR applications, especially collaborative VR applications. We
introduce a collaborative method based on the manipulation guidance field (MGF) to improve
manipulation accuracy and efficiency. MGF aims to guide users of different manipulation types to
different manipulation viewpoints to efficiently and collaboratively manipulate objects. First, we
introduce the concept of MGF and its construction method. Two strategies are offered to acceler-
ate the MGF updating process. A collaborative manipulation method to manipulate objects using
the guidance of MGF is then proposed. Finally, a user study (n¼ 36 participants) was conducted
to evaluate the efficiency and accuracy of our MGF-based collaborative object manipulation
method in three scenes: (1) Livingroom scene; (2) WaveHouse scene; (3) Pipe scene. Compared to
a control method without MGF, the results show that our MGF-based method has significantly
reduced task completion time, position error, rotation error, and task load.

KEYWORDS
Virtual reality; collaboration;
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1. Introduction

Object manipulation is a fundamental interaction in product
design, 3D object modeling and virtual object assembly in vir-
tual reality (VR) applications. Object Manipulation most often
refers to spatial transformation (Ruddle, 2005). There are sev-
eral different types of spatial transformations: translation,
rotation, scaling, shearing, and reflection, among others. But
the most common transformations are translation and rota-
tion, which are necessary for positioning tasks. Scaling has
been combined with these two fundamental manipulations
since the seminal work (Zeleznik et al., 1997). Together with
selection, these three transformations have been identified as
fundamental manipulation tasks that have been kept together
in numerous other research efforts. The efficiency and accur-
acy of object manipulation directly impact usability and appli-
cation performance. Object manipulation in VR includes
single-user manipulation (Bowman and Hodges 1997;
Gloumeau et al., 2020; Nguyen et al., 2014; Wang et al., 2011)
and multi-user manipulation (Ruddle et al., 2002).
Collaborative manipulation refers to the manipulation of the
same object by multiple users, which enhances the team’s abil-
ity to solve complex manipulation tasks and is essential for
applications such as VR team equipment assembly and main-
tenance training (Grandi et al., 2019). And the collaborative
strategy of multiple users in the process of manipulating
objects is the key issue in collaborative manipulation.

For collaborative manipulation, some methods assign dif-
ferent manipulation types to different users. In the early work
in this field, the user’s location is fixed, and his/her

manipulation type remained unchanged after pre-specifica-
tion (Chenechal et al., 2016; Pinho et al., 2008). Pinho et al.
(2008) proposed a method to allow users to translate the
object only in one direction. Chenechal et al. (2016) assigned
four users with different manipulation types. The first user
has the global view and is responsible for translation; the
second user of the internal view of the object is responsible
for scaling and rotation. The third and fourth users contribute
a third-person perspective. The third is responsible for scaling,
and the fourth switches between the other users’ viewpoints
and helps them communicate verbally. Recently, the user has
been allowed to move in the manipulation process. Lages
(2016) proposed a method with a director to manually assign
different manipulation to different users according to his/her
observation. An alternative approach involves the user
responsible for the rotation manipulation always follows the
manipulated object, and the user responsible for the transla-
tion is in a fixed position in the distance (Soares et al., 2018).

The existing collaborative manipulation methods do not
comprehensively analyze the manipulation viewpoints based
on the scene and guide the user to select an appropriate
manipulation viewpoint for manipulation during the
manipulation process (Chenechal et al., 2016; Lages, 2016;
Soares et al., 2018). For example, in VR design, a user may
need to manipulate virtual objects within a 3D scene.
However, current collaborative manipulation methods may
not provide sufficient guidance on how to select an appro-
priate viewpoint for manipulating the object. For example,
the user may be given a set of predefined viewpoints to
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choose from, but these viewpoints may not be suitable for
the specific task or scene. Without a comprehensive analysis
of the manipulation viewpoints based on the scene, the user
may waste time and effort selecting and trying out different
viewpoints, which can be frustrating and lead to suboptimal
results. In contrast, a more effective approach would be to
analyze the scene and provide the user with guidance on
which viewpoints would be most appropriate for manipulat-
ing specific objects or features within the scene. This would
help streamline the manipulation process and improve the
overall user experience in VR design. In some VR training
applications, such as mechanical part assembly training and
physical chemistry lab training, the target is known in these
cases. The challenges of visual depth perception when using
a VR system can indeed lead to limitations in accurately
aiming and manipulating objects. Based on those, we intro-
duce the concept of the manipulation guidance field (ie,
MGF). To guide the user more reasonably and efficiently to
the appropriate position for object manipulation, two prob-
lems need to be addressed. The first one is finding view-
points suitable for a given manipulation type in the virtual
scene when the object is manipulated. The second problem
is guiding the user to the appropriate viewpoint to manipu-
late the object.

This paper introduces a collaborative method guided by
the manipulation guidance field (MGF) to improve manipu-
lation accuracy and efficiency in multi-user VR applications.
MGF aims to guide users with different manipulation types
to specific viewpoints that will allow them to manipulate
objects efficiently and collaboratively. MGF is a discrete
space vector field with each point associated with a vector
M(T, R, S), representing the viewpoint quality for transla-
tion, rotation, and scale. We first give the concept of MGF
and the construction method and propose two strategies to
accelerate the MGF updating process. Constructing MGF
requires a known target, and this information is available in
many VR training applications. Then we propose a collab-
orative manipulation method using the MGF. Finally, we
designed and conducted a user study to evaluate the effi-
ciency and accuracy of our MGF-based collaborative object
manipulation method. Prior to the commencement of the
user study, we conducted a pilot user study to evaluate the
effectiveness of MGF. Compared to the method without
MGF, the results show that the MGF-based collaborative
object manipulation method has significantly reduced task
completion time, position error, rotation error, and task
load. Figure 1 shows two users completing a task: Our
MGF-based collaborative object manipulation method guides
two users to manipulate the bunny to the target, which is
highlighted by green. In Figure 1, the “T” value is used to
guide the user for translating the object, and the visualiza-
tion of the average of “R” and “S” is used to guide the user
for rotating and scaling the object.

In summary, our main contributions are as follows:

� we introduce the concept of the manipulation guidance
field and its construction method and propose two strat-
egies to accelerate the MGF updating process;

� we propose a collaborative object manipulation method
using the guidance of MGF;

� we design a user study to evaluate the efficiency and
accuracy of our MGF-based collaborative object manipu-
lation method. Compared to a control method without
MGF, the results show that our MGF-based method has
significantly reduced task completion time, position
error, rotation error, and task load.

2. Related work

Efficient and accurate object manipulation is crucial for
some virtual reality applications. Over the past 20 years,
researchers have proposed many methods to improve the
efficiency and accuracy of single-user object manipulation
(Frees & Kessler, 2005; Gloumeau et al., 2020; Liu et al.,
2022; Song et al., 2012; Wang et al., 2011; Wilkes &
Bowman, 2008). Single-user object manipulation methods
refer to techniques used by an individual to interact with
and manipulate an object. For a detailed understanding of
single-user object manipulation methods, readers are advised
to read those survey papers (Bergstr€om et al., 2021; Mendes
et al., 2019). In this section, we review previous work on
object manipulation by multi-users, viewpoint quality com-
putation, and artificial potential field based guidance.

2.1. Collaborative object manipulation in VR

Collaborative manipulation refers to the process in which
two or more people work together to manipulate an object.
Compared to single-user manipulation, collaborative
manipulation has several advantages: (1) Collaborative
manipulation can assign different parts of a task to different
individuals, allowing each person to be responsible for their
expertise, which can improve the efficiency and accuracy of
the manipulation task; (2) Collaborative manipulation can
integrate different perspectives and ideas from a different
user, thereby better understanding the manipulation task
itself and improving the efficiency and accuracy of manipu-
lation. (3) Collaborative manipulation reduces the likelihood
of manipulation errors. Over the past two decades, many
researchers have also studied collaborative manipulation.
The ideas of collaborative manipulation methods are mainly
divided into three classes. The first idea is that the manipu-
lations of multiple users are integrated into different ways to
manipulate objects. Ruddle et al. (2002) studied how to inte-
grate collaborative manipulation. They compared two inte-
grated action methods: one that selects the same part of
different user manipulation, and the other calculates the
average of different user manipulation. Duval et al. (2006)
proposed a method for object manipulation by integrating
each user’s manipulation point and manipulation direction.
The second idea is to improve the efficiency and accuracy of
collaborative manipulation through visual feedback. Kai
et al. (2006) proposed a bent-pick-ray method. When mul-
tiple users select the same object, the rays bend according to
the pointing direction and the selected point, providing con-
tinuous visual feedback to the users. Baron (2016) proposed
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a UI specification for collaborative manipulation, reducing
communication requirements through synchronization
mechanisms and visual feedback. Wang et al. (2021) pro-
posed a method to automatically assign object manipulation
dominator to different users through viewpoint quality.
Manipulator dominator refers to users in VR multi-user col-
laboration who are particularly effective at manipulating vir-
tual objects. This method only calculates the quality of
multiple users’ viewpoints without considering the quality of
other viewpoints in the scene and cannot guide users to
viewpoints with higher quality. The third idea is to assign
different manipulation types according to the user’s view-
point to improve the efficiency and accuracy of collaborative
manipulation.

There are two types of methods arising from this con-
cept. One is that the user’s viewpoint is fixed, and each
user’s manipulation type is fixed. Pinho et al. (2008) first
proposed assigning different direction translation manipula-
tion types to users according to the user’s fixed viewpoint.
Chenechal et al. (2016) assign different viewpoints to each
user, in which the user of the global view is responsible for
translation, and the user of the internal view of the object is
responsible for scaling and rotation. There are also two users
with a third-person perspective. One user is responsible for
scaling, and the other switches between participants’ view-
points and helps them communicate verbally. Another is
that the user’s viewpoint changes. Lages (2016) proposed a
method for the director to assign viewpoints and action
types to other users in a virtual scene. Soares et al. (2018)
assign different manipulation types to different users accord-
ing to the distance between the user’s initial position in the
virtual scene and the manipulated object. The user respon-
sible for rotation always follows the object, and the user
responsible for translation is at a fixed position in the dis-
tance. In the existing collaboration manipulation methods,
the relationship between the movement of the manipulated
object, the target, and the scene is not fully considered.

2.2. Viewpoint quality computation

A good viewpoint for an object or scene can be defined as
one that provides a clear and unobstructed view of the
object or scene while highlighting important visual features.
Additionally, a good viewpoint should allow the viewer to
focus on the most relevant or interesting aspects of the
object or scene, such as its shape, texture, or color, and pro-
vide a sense of depth and perspective. The concept of the
general position of the viewpoint proposed by Kamada and
Kawai (1988) refers to a specific location or angle from
which an object can be viewed in a way that provides the
maximum amount of shape information in the rendering
image. Plemenos and Benayada (1996) proposed a new con-
straint for selecting a viewpoint that provides a good visual-
ization of an object. According to their paper, a viewpoint
that maximizes the angular deviation between the view dir-
ection and the surface normal of the object provides the
best visualization of its geometric details. V�azquez et al.
(2001) proposed a method for automatically exploring
scenes based on viewpoint entropy. It takes into account
both the projection area and the number of visible faces of
the object. Sokolov and Plemenos (2005) proposed the con-
cept of” viewpoint quality.” They suggested that in the con-
text of global world exploration, the quality of a viewpoint
could be determined by two factors: Total curvature for
meshes and the projection area of the visible region of the
objects. And the method proposed by Sokolov et al. (2006)
for calculating viewpoint quality in automatic 3D scene
exploration is based on three factors: the size of the object
bounding box, the observation quality, and the fraction of
visible area of the object. Freitag et al. (2016) proposed a
method to normalize the viewpoint quality values according
to the viewpoint quality of the whole scene and used the
normalized viewpoint quality to adjust the travel speed
when traversing large scenes automatically. Then they
(Freitag et al. 2018) proposed an interactive assist interface
based on automatic analysis of object visibility and

Figure 1. Two users collaboratively manipulate the bunny (cyan) to the target (green) position according to the cues of the manipulation guidance field. In (a) and
(b), the colors of the squares on the floor visualize the values of the “T” and “RS” components of the manipulation guidance field. (c) and (e) show the user views
when user T stands on the locations of the different squares (green circles indicate teleportation). Compared to (c), (e) has a higher T value and is the better location
for translating the bunny to the target. (d) and (f) show the user views when user RS stands on the locations of the different squares. Compared to (d), (f) has a
higher RS value and is the better location for rotating and scaling the bunny to the target.
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viewpoint quality to support exploration and guide the user
to the interesting parts of the scene. Key aspects of the view-
point quality included the object’s uniqueness and the visual
size of the object. Wang et al. (2021) constructed a view-
point quality function and evaluated the viewpoints of mul-
tiple users by calculating its three components: the visibility
of the object needs to be manipulated, the visibility of the
target, the depth and distance combined of the target.

The viewpoint quality computation has different calcula-
tion criteria for different tasks. For the task of collaborative
object manipulation, different users are responsible for dif-
ferent manipulation tasks, so how to propose a viewpoint
quality computation suitable for collaborative objects is key.

2.3. Artificial potential field base guidance

The artificial potential field approach is widely used in
robotics, especially for mobile robot navigation, where the
robot must navigate through an unknown environment while
avoiding obstacles and reaching a target destination. Khatib
(1985, 1987) proposed the concept of an artificial potential
field, which is the sum of the obstacle-related avoidance vec-
tor and the target-related attraction vector. Dynamic trajecto-
ries that adapt to changing conditions can be continuously
generated through artificial potential fields. Patil et al. (2011)
proposed a new method to guide and control virtual crowds
using navigation fields. This method solves the problem of
directing the agent flow in the simulation and interactively
controlling the simulation at run-time. In this method, the
goal position of each agent can be calculated from a higher-
level objective, and it can be dynamically changed during the
simulation. Bachmann et al. (2019) introduced an artificial
potential field in Redirected Walking (RDW) based on which
the user is” pushed” away from obstacles and other users.
However, the method did not take into account the reason-
able turning targets of potential users in physical space.
Therefore, Dong et al. (2020) proposed a new method of
multi-user redirected walking using a dynamic artificial
potential field. In addition to using repulsive force to keep
users away from obstacles and other users, gravity is also
used to guide users into open or unobstructed spaces.
Messinger et al. (2019) proposed a revised version of the
APF-RDW algorithm. The APF-RDW algorithm is designed
to be adaptive to the shape of the tracking area and to effect-
ively support multiple users in a shared virtual environment.
In APF-RDW, each obstacle or boundary within the virtual
environment is represented by a repulsive force that is pro-
portional to the distance between the user and the obstacle or
boundary. The main idea of our paper is to establish a real-
time and context-specific manipulation guidance field for
guiding multiple users in collaborative manipulation. This
guidance field is constructed based on the scene, manipulated
objects, and targets.

In order to more reasonably and effectively guide the
user to an appropriate position for object manipulation, two
problems need to be addressed. The first is finding view-
points suitable for a given manipulation type in the virtual
scene when the object is manipulated. The second problem

is guiding the user to the appropriate viewpoint to manipu-
late the object. The target is known in these cases in some
VR training applications, such as mechanical part assembly
training and physical chemistry lab training. Based on this,
we introduce the concept of the manipulation guidance
field, its construction method and two strategies to acceler-
ate the MGF update process. Additionally, we propose a col-
laborative manipulation method using the guidance of MGF.
As far as we know, we propose the concept of the manipula-
tion guidance field for the first time, and the construction of
the manipulation guidance field is completely new.

3. Object manipulation guidance field

In this section, we first introduce the concept of the object
manipulation guidance field in Subsection 3.1, then the
MGF construction and updating methods are given in
Subsection 3.2. An optimization method is provided to
accelerate the updating in Subsection 3.3.

3.1. Definition

The users in different positions of the virtual scene are suit-
able for different manipulation types when they manipulate
objects collaboratively. MGF aims to guide users of different
manipulation types to different manipulation viewpoints to
manipulate objects efficiently and collaboratively. MGF is a
discrete space vector field, and each element corresponds to a
viewpoint M(T, R, S) in the 3D space. Its three components,
T, R, and S, represent the quality of the viewpoint for transla-
tion, rotation, and scale, respectively. The larger the value of
“T”/“R”/“S,” the more suitable the viewpoint is for transla-
tion/rotation/scale. We use Equation 1 to represent our MGF.

MGF ¼ MðT ,R, SÞm�n (1)

3.2. Construction and updating

To construct and update the MGF, we consider the relation
of the manipulated object and the target, as well as the
occlusion generated by the scene. Before constructing and
updating the MGF, the following three steps are required:
(1) extract the walkable area of the scene; (2) generate view-
points on the walkable area; (3) initialize the position and
direction of the camera at each viewpoint. Then, we com-
pute the values of T=R=S of MGF according to the images
rendered with the cameras.

Given a virtual scene, we first get the Navimesh of the
virtual scene, on which the user can move freely without
being hindered by environmental obstacles. A Navimesh is a
collection of two-dimensional convex polygons (a polygon
mesh) that define which areas of an environment are trav-
ersable by the user in VR. Based on Navimesh, we get the
walkable area WA of the entire scene, as shown in Figure
2(b). We sample the locations inside WA uniformly with a
horizontal interval of 1:5 m: At each location, two view-
points are placed with heights of 1:0m (corresponding to the
user’s crouching posture) and 1:7 m (corresponding to the
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person’s normal standing posture). We call these sampled
viewpoints SV, as shown in Figure 2(c). For each viewpoint,
a camera is built towards the midpoint of the target and
manipulated object. The FOV of the camera is 110�, as
shown in Figure 3. We rendered an image from this camera
for each output frame, with a 32� 32 pixels resolution. We
use this image to calculate the value of T/R/S.

The values of T, R, and S are updated for each output
frame according to the object-target relation d, h, p, and
occlusions Oc in the image. Algorithm 1 is proposed to com-
pute the object-target relation metric ðd, h, pÞ, where d is
the distance from the object to the target, h is the angle dif-
ference between the object and the target, and p is the pro-
jected area ratio of the object and the target.

Algorithm 1. Object-target relationship metric

Input: object o, target t, viewpoint V, view I
Output: distance d, angle h, area proportion p
1: bo, bt ¼ OBB(V,o,t);
2: co, ct ¼GetOBBCenter(bo, bt);
3: lo, lt ¼ GetOBBAxis(bo, bt);
4: d ¼ Distance(co, ct);
5: h ¼ GetAngle(lo, lt);
6: Ao, At ¼ Area(I, o, t);
7: p ¼ Ao=At;
8: return ðd, h, pÞ;

The inputs of this algorithm are the geometry of the
manipulated object o and the target t, the current viewpoint

V, and the image I rendered from V. The output is triple
ðd, h, pÞ: First, we project the object and target from V, and
construct the oriented bounding box (OBB) (line 1). The
centers and the long axes of the OBBs are obtained (lines 2–
3). After this, the distance d and the angle difference h
between the object and the target are calculated (lines 4–5).
we calculate the projection area of the manipulated object
and the target and the ratio p of the projection area (lines
6–7). At last, the distance d, the angle difference h, and the
projected area ratio p are returned (Line 8).

We use Equation (2) to calculate the dis-occlusion factor
Oc, where Oe is the scene occlusion area, which represents
the total occlusion area of the scene to the target and the
object; Oo is the occlusion area of the object to the target, So
is the total area of the object, St is the total area of the tar-
get. Small values of Oe and Oo indicate that the two types of
occlusion areas in the scene are small, so the overall dis-
occlusion effect of the scene under the current viewpoint is
good. Therefore, the larger the dis-occlusion factor Oc, the
more suitable for user object manipulation.

Oc ¼ expð�Oe=ð1þ St þ SOÞÞ
expðOo=ð1þ StÞÞ (2)

T, R, and S can be calculated with Equations (3)–(5). The
larger the values of T, R, and S are, the more suitable the
viewpoint is for the corresponding manipulation type of
the user. In Equation (3), d is the distance in pixels between
the object and the target in the current view, which we nor-
malize with the height H and width W of the view. The

Figure 2. (a) is the top view of Scene. (b) is the walkable area WA. (c) is a third view of Scene, and the blue balls are the sampled viewpoints in (c).
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larger the value of dffiffiffiffiffiffiffiffiffiffiffiffi
W2þH2

p , the more perpendicular the
observation direction is to the line connecting the object
and the target, and the closer the current viewpoint is to the
object and the target. Therefore, the current viewpoint is
more suitable for translation. In Equation (4), h is the angle
difference between the long axes of the bounding boxes of
the object and the target in the current view. The view with
the larger h is more suitable for users to rotate the object. In
Equation (5), p is the projected area ratio between the object
and the target in the current view. The larger value of
ðp� 1Þ2, the larger the difference between the projected
area of the object and the target, and the more suitable the
viewpoint is for scale manipulation.

T ¼ at
d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W2 þH2

p þ btOc (3)

Where at is set to 0.7, bt is set to 0.3, W is the width of
the image V, H is the height of the image V, d comes from
the triple ðd, h, pÞ: The initial values (at, bt) are set as 0.5.
We use some images that are very easy to subjectively dis-
tinguish quality to test these weights and adjust the weights
to make the results as reasonable as possible.

R ¼ ar
h
p
þ brOc (4)

Where ar is set to 0.6 and br is set to 0.4, and h comes
from the triple ðd, h, pÞ: The initial values (ar, br) are set as
0.5. We use some images that are very easy to subjectively
distinguish quality to test these weights and adjust the
weights to make the results as reasonable as possible.

S ¼ asðp� 1Þ2 þ bsOc (5)

Where as is set to 0.4, bs is set to 0.6, and p comes from
the triple ðd, h, pÞ: The initial values (as, bs) are set as 0.5.
We use some images that are very easy to subjectively dis-
tinguish quality to test these weights, and adjust the weights
to make the results as reasonable as possible.

3.3. Optimization

When the scene is very large, the number of sampled view-
points will be large. It is difficult to calculate in real-time if
the value of MGF at all sampling viewpoints is updated sim-
ultaneously. Among the sampling viewpoints generated in
WA, there are two types of viewpoints that do not need to
update the MGF. The first type of viewpoint is blocked by
other objects in the scene, and the objects and targets can-
not be seen completely or even cannot be seen; the second
type of viewpoint is far from the object and the target, mak-
ing it difficult to observe the manipulated object and target.
So we adopt two strategies to accelerate the MGF updating
process.

3.3.1. Strategy 1. Reduce the number of sampled
viewpoints
In the sampled viewpoints SV of the walkable area WA,
some of the sampled viewpoints are far away from the
manipulated object and the target, and the virtual environ-
ment occludes the manipulated object and the target in the
image drawn from this viewpoint. These viewpoints are not
conducive to the user’s manipulation, so they need to be
removed from SV. We define two ratios: (1) The ratio of the
visible pixels rtar of the target area in the viewpoint view to
the total pixels of the image V; (2) The visible pixels of the
manipulated object area in the robj viewpoint view to the
total pixels of the image V.

In this strategy, we remove these inappropriate view-
points according to rtar and robj. When the distance between
the target and the manipulated object is less than dThres, if
rtar < Thres1, or robj < Thres3, we delete the sampled view-
points (Figure 4(a)).

When the distance between the target and the manipu-
lated object is greater than dThres, the manipulation view-
point camera will turn to face the target. If rtar < Thres2, we
remove the sampled viewpoints (Figure 4(b)). In our imple-
mentation, we set dThres to 3m, Thres1 to 0.01, Thres2 to
0.005, Thres3 to 0.002. The final MGF viewpoints are shown
in Figure 4(c).

Figure 3. (a) is a third view of Scene. (b) is a view of viewpoint A in SV. The blue balls are the sampled viewpoints.
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3.3.2. Strategy 2. Updating with a time interval
In order to reduce the time cost of the M(T, R, S) update,
we reduce the update frequency. In a relatively short period,
the relationship between the object and the target has not
changed much. We divide the sampled viewpoints in MGF
into four parts, which are updated every 0.2s.

4. Using MGF for guiding collaborative object
manipulation

Our MGF-based collaborative object manipulation method
provides viewpoint guidance for users with specific
manipulation types by visualizing the values of T, R, and S.
During our experimental testing, we asked the participants
about their thought process while manipulating objects in
virtual reality. All participants provided the same response:
when translating an object, the user is concerned with the
spatial location of the object and the target. However,
when rotating and scaling objects, users pay more attention
to the details and appearance of the objects. So the visual-
ization of the “T” value is used to guide the user for

translating the object, and the visualization of the average
of “R” and “S” is used to guide the user for rotating and
scaling the object. We use color changes to represent
changes in the scores of viewpoints. We want to give feed-
back on three aspects: (1) guide users to a specific location;
(2) provide users with an overview of the distribution of
color squares in the entire scene, helping users decide to go
to a specific location more easily;(3) guide the user to the
exact viewpoint. So three feedback methods need to be pro-
vided. The color squares are placed on the floor to guide
the user to a position where the user can better observe
objects and targets. The mini-map gives users an overview
of the distribution of color squares throughout the scene,
helping users decide where to go more easily. The ball is
placed in mid-air with two layers, and we want to guide
the user’s viewpoint to the exact viewpoint. So we design
three ways to visualize MGF.

� Color balls: We visualize T or (R þ S)/2 at all sampled
viewpoints in MGF with small colored balls, as shown in
Figure 5(a). The yellower the color, the larger the value

Figure 4. In (a), the red balls are the sampled viewpoints that are removed, and the blue balls are the remaining ones. In (b), the black balls are the sampling view-
points that are deleted, and the blue balls are the retained balls. (c) is the final result of MGF viewpoints.
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of T or (R þ S)/2, the redder the color, the smaller the
value.

� Color squares: For each location with the sampled view-
points, we render a colored square of size 0:5 m� 0:5 m
on the floor. The color of the square is determined by
the maximum value among the two sampled viewpoints
in the vertical direction, as shown in Figure 5(b).

� Mini-map: This option adds a mini-map to give the user
a cue of the global scene. The mini-map is the top view
of the scenes with the color squares, and it also visualizes
the user’s current position and orientation with a blue
triangle, as shown in Figure 5(c).

Two users collaboratively manipulate the object to the
target position according to one of these three visualization
ways. For the first two visualization methods, the color balls
and color squares are always displayed during manipulation.
For the third method, since placing the map directly in front
of the user will hinder the user’s observation of the 3D
world, we place the abbreviated map icon in the upper right
corner of the field of view, only when the user presses the
“larger” button on the handle to request to view the map,
the map is magnified and placed in the center of the user’s
field of view. According to the updating frequency of MGF,
we update the visualization with 5Hz. When the user trans-
lates, rotates, and scales the object, the visualization guides
him to the viewpoint with a higher T/R/S value (yellow loca-
tion). Users can choose the natural walking or point-jump-
ing (Bozgeyikli et al., 2016) method to go to the yellow
location. After obtaining the MGF, we use different visual-
izations to guide the user to choose a viewpoint instead of
directly switching to the best viewpoint. The reasons for this
situation are: (1) The best viewpoint may be far away from
the user’s current location, and the user may not be able to
see the best viewpoint at the user’s location. If the user is
placed directly at the best viewpoint, the continuity of obser-
vation is interrupted, possibly causing disorientation and
sickness. (2) To maintain the continuity of observation, the
user can be allowed to find the best viewpoint by himself.
To find the best viewpoint, the user needs to observe all the
viewpoints by repeatedly walking and jumping before mak-
ing a decision, which requires additional time overhead.
And the optimal position for rotation/scaling is not affected
when the user translates the object. Two users can interact
with the object simultaneously. When one user is respon-
sible for rotation and scaling, the other user who is

responsible for translation does not conflict with the user
responsible for rotation and scaling.

5. User study

5.1. Pilot user study

We first designed a pilot user study to evaluate the effective-
ness of MGF, ie the high-quality view calculated by MGF is
largely consistent with the high-quality view selected by the
user based on subjective feeling.

5.1.1. Participants
We recruited 12 participants through social platforms, 7
males, and 5 females, between 20 and 31 years old. Each
participant spent 20–30min, which rewarded 50 yuan.
Seven of our participants had used HMD VR applications
before. Participants had normal and corrected vision, and
none reported vision or balance disorders. Two people
form a group to manipulate the object collaboratively, one
for translation and the other for rotating and scaling.
Before the participants started the experiment, we first
asked the participants to sign an informed consent form.
Our pilot user study was awarded and approved by the
Biology and Medical Ethics Committee of Beihang
University.

5.1.2. Hardware and software setup
We used two sets of HTC Cosmos VR systems with two
controllers, allowing two users to point virtual lasers at
the virtual environment (VE). Each HMD is connected to
its workstation with a 3.79 GHz Intel(R) Core(TM) i7-
10700KF CPU, 16GB of RAM, and an NVIDIA GeForce
GTX3090 graphics card. The tracked physical space host-
ing the VR applications is 4m� 4m. We used Unity
2019.1.9f1 to implement our VR collaborative manipula-
tion tasks. The virtual environment is rendered at 90–100
fps per eye for user T and 60–90 fps per eye for user RS.

5.1.3. Manipulation implementation
We implemented the object manipulation method from
(Wang et al., 2021) in our experiments. When the user
keeps pressing the “on” button, the translation and rotation
of the handle are 1:1 mapped to the manipulated object in

Figure 5. Viewpoints in the MGF are visualized as small spheres in (a). Viewpoints in the MGF are visualized as color squares in (b). A mini-map is added to give the
global cues of MGF in (c).
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virtual space. Our method mainly focuses on the quality cal-
culation and guidance of the observed viewpoints and a sim-
ple 1:1 mapping is used in the implementation. A better
implementation of adaptive 1 : N mapping (Frees et al.,
2007) can be integrated into our method easily. The user
can repeat the action to move the object away or close or
reach a total rotation angle beyond the wrist limit, eg, keep
pressing the “on” button, move, release the button, place the
hand, and repeat. The user translates the object with his/her
right hand and rotates the object with his/her left hand. The
up and down directions of the joystick on the handle are
used to scale the objects uniformly.

5.1.4. Task
The task of the pilot user study requires participants to
choose the better viewpoint from the pair of viewpoints in
each step of manipulating the object to the target position.
Twelve people formed six groups: 1 group with the
Livingroom scene, 2 for the Wavehouse scene, and 3 for the
Pipe scene.

5.1.5. Procedure
We randomly set one participant (participantt) to translate
and one participant (participantrs) to rotate and scale.
Before each step of manipulation, the participants need to
select two manipulation viewpoints in the scene for com-
parison by using teleportation. For example, participantt
selects two viewpoints before each manipulation step, and
then compares the two viewpoints, which viewpoint is
more suitable for translation manipulation. The view after
each teleportation is recorded. participantt needs to choose
a manipulation viewpoint that is more suitable for transla-
tion, and participantrs needs to choose a manipulation
viewpoint that is more suitable for rotation and scaling.
After the two participants have determined the best
manipulation viewpoint for the current step, the manipula-
tion can be started by pressing the “OK” button, and the
process can be repeated until the participants complete the
manipulation.

5.1.6. Metric
We use metrics called AccuracyRatet and AccuracyRaters to
measure the effectiveness of MGF. After the users complete the
manipulation tasks, we examine all view pairs generated
throughout the process and their corresponding T and RS. We
count the number of viewpoints npt, nprs with higher t, rs val-
ues in the viewpoint pairs that are better viewpoints selected
by the participants, and calculate the ratio of npt, nprs to the
number of pairs nt, nrs to get AccuracyRatet ,AccuracyRaters:

5.1.7. Results
In our pilot user study, npt is 163, nt is 174. Therefore
AccuracyRatet is 93.6%, which means that most people
believe that the better views for translating the object at a cer-
tain moment are consistent with the views with higher scores
calculated by using the guidance of MGF. nprs is 157, nrs is
187. Therefore, AccuracyRaters is 83.7%, which means that
most people subjectively believe that the better views for
rotating and scaling the object at a certain moment are con-
sistent with the higher scores calculated using the guidance of
MGF. Figure 6 shows view pairs for the user’s first selection
(line 1) and second selection (line 2). Images marked with a
check mark are the better views that the user selected at the
time, and images marked with green frames are the views
with higher scores calculated using the evaluation function in
our MGF. By comparing the inconsistent view pairs, we find
that the possible reason for the inconsistency is that we do
not consider the geometric features of the object occlusion by
the environment and objects. In conclusion, MGF is effective
in most cases. That is the high-quality viewpoint image calcu-
lated by MGF is largely consistent with the high-quality view
selected by the user based on subjective feelings.

5.2. User study design

We designed a user study with a manipulation task in 3
scenes to evaluate our method’s efficiency, accuracy, and task
load. The hardware settings and manipulation implementa-
tion used in the user study are the same as Subsection 5.1.

Figure 6. Image pair comparison in the pilot user study. Columns 1–3 are for the Livingroom scene, column 4 is for the Wavehouse scene and Column 5 is for the
Pipe scene. The images with a green check mark are the better views users select at that moment, and the images in the green frames are the views with higher
value evaluated with our method. The non-green frames are views with lower values evaluated using our method, and non-checkbox images are poorer views in
the user-selected view. The images with a green check mark in columns 1–3 are the views that the user selected at the time to be more suitable for translating,
and the images in the green frames are the views with higher values of the “T” component of the MGF. The images with green check marks in columns 4–5 are the
views that the user selected that were more suitable for RS manipulation at that time, and the images in the green frames are the views with higher values of the
“RS” component of MGF..
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5.2.1. Participants
We have recruited 36 participants through social platforms,
30 males, and 6 females, between 20 and 31 years old. 24 of
our participants had VR experience before. Each participant
spent 50–60min on every scene, which rewarded 100 yuan. If
not all participants have used HMD VR applications, the
findings of a user study may be limited in their generalizabil-
ity and may not accurately reflect the experiences of individu-
als who have not had any experience with VR technology.
However, many users have not used HMD VR applications
at present. To reduce the influence of participants who have
not used HMD VR applications on the experiment, let users
fully understand the HMD VR application before the formal
experiment and then conduct the experiment. Participants
had normal and corrected vision, and none reported vision
or balance disorders. Participants in the pilot study
(Subsection 5.1) did not participate in this user study. There
are one control condition and five experimental conditions.
Condition CC is for an intuitive method without MGF, in
which participants were not prompted for any information
and chose to manipulate the viewpoint by themselves.
Experimental conditions EC1 to EC5 use our method with dif-
ferent MGF visualization. EC1 is with the small balls, EC2 is
with the mini-map, EC3 is with the color squares, EC4 is with
the small balls and the mini-map, and EC5 is with the color
squares and the mini-map. The mini-map of EC2, EC4, and
EC5 is placed in the upper right corner of the user’s view.
Participants can magnify the map in the center of view
through the “larger” button on the handle. The EC2 method,
a commonly used method in VR (Zagata et al., 2021), was
added to our study. However, our initial experiment found

that users were slow when using EC2 alone without combin-
ing it with other feedback methods. Users tended to spend a
long time observing the small map but had difficulty quickly
establishing the correspondence between the map and the
VE. As a result, the time spent using the small map with EC2

was approximately 2.5 times longer than that of EC4 and
EC5. Therefore, we proposed the combinations of the mini-
map with two other feedback methods (EC4 and EC5) to
improve the manipulation accuracy and efficiency in VR.

5.2.2. Hypotheses
Our method was designed to allow the user to manipulate
an object to the target efficiently. Thus, we formulate the
following hypotheses:

For efficiency, we formulate the following hypotheses:

H0: The time it takes for users to manipulate the object to
the target using EC1 and EC3�5 is close compared
to CC.

H1: Users can manipulate an object to the target faster with
EC1 and EC3�5 compared to CC.

For accuracy, we formulate the following hypotheses:

H0: Users can manipulate objects to target with EC1 and
EC3�5 with similar accuracy compared to CC.

H2: Users can manipulate an object to the target more
accurately with EC1 and EC3�5 compared to CC.

For task load, we formulate the following hypotheses:

Figure 7. The second scene S2 of our user study. (a) and (b) Show two participants manipulating Maitreya to a green target position guided by their respective
small balls with a map of MGF. (c) and (d) show views seen from two viewpoints of two participants.
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H0: EC1 and EC3�5 have the same task load as CC.
H3: Task load of EC1 and EC3�5 is lower than that of CC.

5.2.3. Task
During the task, the users are required to manipulate the
object as quickly and accurately as possible to a predefined
target position. There are 3 scenes in the task. The target in
each scene is fixed, and the user’s position is placed at ran-
dom scene locations in the initialization. After the two users
collaborate to manipulate the object to the target, press the
“end” button to complete the task.

In the Livingroom scene ðS1Þ, the participants are
required to manipulate a bunny on the table to the target.
The size of the Livingroom scene is 8:4 m� 9:2 m (Figure
1), and the size of the target cube is 0:8 m� 0:79 m�
0:62 m (Scale (8)), the rotation angle is 137.34�. The num-
ber of manipulated viewpoints for MGF of S1 is 35. In the
Warehouse scene ðS2Þ, the users are required to manipulate
the Maitreya to the target. The size of the Warehouse scene
is 16 m� 30 m (Figure 7), and the target size is about
0:47 m� 1:16 m� 0:47 m (Scale (5.8)), the rotation angle
is 116.67�. The number of manipulated viewpoints for MGF
of S2 is 21. In the Pipe Scene ðS3Þ, the participants are
required to manipulate a piece of blue component to the
target position (Figure 8). There are many occlusions in the
scene. The size of the Pipe scene is 50 m� 60 m, and
the target size is about 2:4 m� 1:1 m� 0:8 m (Scale (3)),
the rotation angle is 110.43�. The number of manipulated
viewpoints for MGF of S3 is 124.

5.2.4. Procedure
For CC, EC1, EC2, EC3, EC4, and EC5, two participants form
a group for collaborative manipulation. In the three scen-
arios, all groups performed the co-manipulation tasks with
all conditions in Latin square random order. The minimum
interval between the scenarios is one day, and the maximum
interval is three days. The user study lasted about 15 d.
Before the participants put on the VR headset, we first asked
the participants to sign an informed consent form. The user
study was awarded and approved by the Biology and
Medical Ethics Committee of Beihang University. Before
starting the experiment in each scene, two participants need
to select at least three manipulation viewpoints and see the
visual effect that the manipulated object and the target com-
pletely match. Then participants practice for 1min before
the task starts. When both users point to the object that
needs to be manipulated, our system starts recording time
and other objective metrics. We tell the participants that we
will record and evaluate the task completion time, which
indirectly encourages them to complete the task as soon as
possible. We determined whether the participants were left-
handed before the experiments, and our participants both
were right-handed.

5.2.5. Metrics
Task performance was measured with the following objective
metrics: (1) task completion time, in seconds, represents the
time from when both collaborators point to the object until
they both press the “end” button to confirm the end of the
manipulation; (2) position error, in millimeters, indicates

Figure 8. The third scene S3 of our user study. (a) and (b) Show two participants manipulating blue pipe to a green target position guided by their respective color
squares with map of MGF. (c) and (d) show views seen from two viewpoints of two participants.
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the distance from the center of the manipulated object to
the center of the target position when the participant presses
the “end” button; (3) rotation error, in degrees, indicates the
angle difference between the local coordinate system of the
manipulated object and the target coordinate system when
the participant presses the “end” button. If the angle differ-
ence of the three coordinate axes is a, b, c, the rotation
error is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p
; (4) scale error, in times, indicates

the ratio of the absolute value of the difference between the
diagonal length of the bounding box of the manipulated
object and the diagonal length of the target bounding box to
the diagonal length of the target bounding box when the
participant presses the “end” button; (5) teleportation num-
ber indicates the number of teleportation from both collabo-
rators point to the object until they both press the “end”
button to confirm the “end” of the manipulation. We also
evaluated the perception with one subjective metrics: user
task load, measured with the standard NASA TLX question-
naire (Hart, 2006; Hart & Staveland, 1988). After each condi-
tion in the session, the data of the task-load questionnaire are
collected. We rank all the methods, and the higher the rank-
ing, the higher the score. The calculation method of its rank
score is as follows: Score ¼ ðPn

k¼1 Frequency�WeightÞ=12:
The weight is determined by where the options are arranged.
For our rank score: there are 6 options to participate in the
sorting, the weight of the first position is 6, the weight of the
second position is 5, the weight of the third position is 4, and
the weight of the fourth position is 3, the weight of the fifth
position is 2, and the weight of the sixth position is 1. For
example, if the questionnaire is filled 12 times, EC3 ranks in
the first position 2 times, the second position 4 times, and
the third position 6 times, then the average comprehensive
score of EC3: Score ¼ ð2� 6þ 4� 5þ 6� 4Þ=12 ¼ 4:66:

5.2.6. Statistical analysis
For each metric, the values of CC were compared to those of
EC1, EC2, EC3, EC4, and EC5, respectively, using a two-way
repeated-measures ANOVA. First, the distribution normality
assumption was verified using the Shapiro-Wilk test (Shaphiro
& Wilk, 1965). Then the sphericity assumption is evaluated
using the Mauchly test (Mauchly, 1940). A Greenhouse-
Geisser correction is applied to the data when the sphericity
assumption is violated. Then an overall ANOVA was con-
ducted to investigate whether one can reject the null hypoth-
esis that there is no statistically significant difference between
the five conditions. When the null hypothesis was rejected
(p< 0.05), the differences between the four pairs were ana-
lyzed with post-hoc tests, with a significance level lowered
conservatively using the Bonferroni correction. For the time-
dependent variable, we also quantified the size of the effect
using Cohen’s d (Cohen, 2013). The statistical analysis was
performed using the SPSS software (IBM, n.d.). The d values
were translated to qualitative effect size estimates of Huge
(d> 2.0), Very Large (2:0 > d > 1:2), Large (1:2 > d > 0:8),
Medium (0:8 > d > 0:5), Small (0:5 > d > 0:2), and Very
Small (0:2 > d > 0:01) (Cohen, 2013).

5.3. Results

The results for evaluating task performance (Section 5.3.1)
and perception (Section 5.3.2) are reported and discussed in
the following subsections.

5.3.1. Task performance
5.3.1.1. Task completion time. Table 1 gives the task comple-
tion time. Statistical significance is indicated by an asterisk.
The sphericity assumption is violated: p < 0:001 S1ð Þ, p <
0:001ðS3Þ: After applying the Greenhouse-Geisser correction,
the overall ANOVA reveals significant differences between
the five conditions: ðF2:374, 66:469 ¼ 45:801, p < 0:001Þ for S1,
ðF5, 135 ¼ 8:378, p < 0:001Þ for S3. The sphericity assumption
is verified: p ¼ 0:264ðS2Þ: The overall ANOVA reveals that
there is a statistically significant difference between those con-
ditions for S2 (ðF3:245, 87:697 ¼ 19:475, p < 0:001Þ). Post-hoc
analysis reveals that CC was significantly longer than for EC1,
EC3,EC4 and EC5 for all three scenes. Compared with control
conditions CC of all three scenes, EC1, EC3, EC4 and EC5 sig-
nificantly improve the task time performance, and the effect
size ranges from “Medium” to “Very Large,” EC2 does not
significantly improve the task time performance. And We
have put the results of the other pairwise comparisons at the
end of the manuscript in the form of supplementary. From
the results of the variance analysis of two-factor design, we
can see that the main effect of scenes is not significant
(F¼ 1.117, p � 0:160, g2 ¼ 0:006); the main effect of feed-
back method is significant (F¼ 47.11, p< 0.001, g2 ¼ 0:324),
main effect exists; the interaction effect between scene and
feedback method is significant (F¼ 3.531, p< 0.001,
g2 ¼ 0:067), interaction effect exists. Simple effects Shown:
Under the CC method, the simple effect of the scene is sig-
nificant (F¼ 8.051, p< 0.001, g2 ¼ 0:032); under the EC1

method, the simple effect of the scene is significant
(F¼ 3.164, p¼ 0.031, g2 ¼ 0:013); Under the EC2 method,
there is no significant difference in the simple effect of the
scenario (F¼ 2.186, p¼ 0.061, g2 ¼ 0:011); Under the EC3

method, the simplicity effect of the scenario is significant
(F¼ 22.236, p< 0.001, g2 ¼ 0:083); Under the EC3 method,
there is no significant difference in the simple effect of the

Table 1. The completion time, in seconds.

Task Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

S1 CC 144.25 ± 47.36
EC1 84.78 ± 16.82 70.2% <0:001� 1.67 Very large
EC2 130.90 ± 31.12 10.2% 0.311 0.33 Small
EC3 72.23 ± 22.16 99.7% <0:001� 1.95 Very large
EC4 88.70 ± 22.16 62.6% <0:001� 1.48 Very large
EC5 74.05 ± 17.54 94.8% <0:001� 1.97 Very large

S2 CC 114.90 ± 32.51
EC1 95.30 ± 24.49 20.6% 0:042� 0.68 Medium
EC2 102.90 ± 23.77 11.7% 0.202 0.42 Small
EC3 84.75 ± 24.82 35.6% 0:002� 1.04 Large
EC4 89.30 ± 36.13 28.7% 0:027� 0.74 Medium
EC5 74.85 ± 27.47 53.5% <0:001� 1.33 Very large

S3 CC 135.75 ± 50.75
EC1 106.65 ± 29.51 27.3% 0:037� 0.70 Medium
EC2 154.70 ± 42.13 �12.2% 0.218 0.41 Small
EC3 93.70 ± 23.30 44.9% 0:002� 1.06 Large
EC4 98.15 ± 28.36 38.3% 0:007� 0.91 Large
EC5 86.50 ± 22.66 56.9% 0:007� 1.25 Very large

Note. The (�) indicate that the result is statistically significant at p < 0.05.
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scenario (F¼ 2.186, p¼ 0.061, g2 ¼ 0:011); Under the EC4

method, there is no significant difference in the simple effect
of the scene (F¼ 0.759, p¼ 0.469, g2 ¼ 0:003); Under the
EC5 method, there is no significant difference in the simple
effect of the scenario (F¼ 0.828, p¼ 0.438, g2 ¼ 0:003).

5.3.1.2. Position error. Table 2 shows the position errors all
conditions for these three scenes. The sphericity assumption
is violated: p < 0:001ðS1, S2Þ, p ¼ 0:010ðS3Þ: After applying
the Greenhouse-Geisser correction, the overall ANOVA
reveals significant differences between the five conditions:
ðF3:006, 69:139 ¼ 10:053, p < 0:001Þ for S1, ðF3:196, 86:288 ¼ 6:067,
p ¼ 0:001Þ for S2, and ðF3:352, 90:514 ¼ 3:044, p ¼ 0:012Þ for
S3. Post-hoc analysis reveals that CC was significantly larger
than for EC3 and EC5 for all three scenes. Compared with
control conditions CC of all three scenes, EC3, EC5 reduced
position error significantly, and the effect size ranges from
“Medium” to “Very Large”; And We have put the results of
the other pairwise comparisons at the end of the manuscript
in the form of supplementary. From the results of variance
analysis of the two-factor design, we can see that the main
effect of scenes is significant (F¼ 1.714, p¼ 0.916,
g2 ¼ 0:007), the main effect does not exist; the main effect of
feedback method is significant (F¼ 14.922, p< 0.001, g2 ¼
0:139), the main effect exists; the interaction effect between
scene and feedback method is not significant (F¼ 1.52,
p¼ 0.129, g2 ¼ 0:032), the interaction effect is very small.

5.3.1.3. Rotation error. Table 3 gives the rotation error of
all conditions for these three scenes. The sphericity assump-
tion is violated: p < 0:001ðS1, S2Þ, p ¼ 0:003ðS3Þ: After
applying the Greenhouse-Geisser correction, the overall
ANOVA reveals significant differences between the five
conditions: ðF2:078, 47:799 ¼ 6:357, p ¼ 0:003Þ for S1, ðF2:529,
68:270 ¼ 14:578, p < 0:001Þ for S2, and ðF3:253, 87:827 ¼
10:632, p < 0:001Þ for S3. Post-hoc analysis reveals that EC1,
EC3, EC4 and EC5 were reduced rotation error significantly
than for CC for all three scenes. Compared with control
conditions CC of all three scenes, EC1, EC3, EC4 and EC5

significantly improves the task time performance, and the

effect size ranges from “Medium” to “Very Large”, EC2 does
not reduced rotation error significantly. And We have put
the results of the other pairwise comparisons at the end of
the manuscript in the form of supplementary. From the
results of variance analysis of two-factor design, we can see
that the main effect of scenes is not significant (F¼ 1.784,
p¼ 0.169, g2 ¼ 0:008), the main effect does not exist; the
main effect of feedback method is significant (F¼ 29.214,
p< 0.001, g2 ¼ 0:240), the main effect exists; the interaction
effect between scene and feedback method is not significant
(F¼ 0.256, p¼ 0.988, g2 ¼ 0:006), the interaction effect is
very small.

5.3.1.4. Scale error. Table 4 shows the scale errors of all
conditions for these three scenes. The sphericity assumption
is violated: p < 0:001ðS1, S2, S3Þ: After applying the
Greenhouse-Geisser correction, the overall ANOVA reveals
not significant differences between the five conditions:
ðF2:439, 60:968 ¼ 2:722, p ¼ 0:063Þ for S1, ðF1:824, 43:775 ¼
0:520, p ¼ 0:761Þ for S2, and ðF3:251, 87:765 ¼ 0:664, p <
0:651Þ for S3. Post-hoc analysis reveals that EC1�5 were not
significantly smaller than for CC for all scenes. From the
results of variance analysis of the two-factor design, we can
see that the main effect of scenes is not significant
(F¼ 1.127, p¼ 0.176, g2 ¼ 0:006), the main effect does not
exist; the main effect of the feedback method is not signifi-
cant (F¼ 0.76, p¼ 0.671, g2 ¼ 0:006), the main effect does
not exist; the interaction effect between scene and feedback
method is not significant (F¼ 0.231, p¼ 0.003, g2 ¼ 0:067),
the interaction effect is very small.

5.3.1.5. Teleportation number. Figure 9 shows the teleporta-
tion means of all conditions for these three scenes. The spher-
icity assumption is violated: p ¼ 0:03ðTÞ, p < 0:001ðRSÞ:
After applying the Greenhouse-Geisser correction, the overall
ANOVA reveals significant differences between the five condi-
tions: ðF3:701, 118:423 ¼ 4:991, p ¼ 0:001Þ for T, ðF2:406, 76:985 ¼
3:443, p ¼ 0:029Þ for RS. Post-hoc analysis reveals that the T
of EC1�5 were not significantly larger than for CC for all
scenes. The RS of EC1�5 were not significantly smaller than
for CC for all scenes.

Table 2. The position error, in millimeters.

Task Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

S1 CC 5.4 ± 2.0
EC1 3.0 ± 1.4 80.4% 0:0016� 1.36 Very large
EC2 4.5 ± 1.9 19.7% 0.1678 0.46 Small
EC3 3.7 ± 1.2 47.2% 0:0027� 1.04 Large
EC4 3.2 ± 0.7 67.5% <0:001� 1.45 Very large
EC5 3.1 ± 0.7 75.9% 0:0016� 1.36 Very large

S2 CC 3.8 ± 2.2
EC1 2.2 ± 0.9 74.6% 0:0035� 0.98 Large
EC2 3.8 ± 2.7 1.3% 0.952 0.02 Very small
EC3 2.5 ± 1.4 52.6% 0:0310� 0.73 Medium
EC4 2.5 ± 1.3 49.6% 0:0367� 0.70 Medium
EC5 2.1 ± 1.1 82.9% 0:0036� 1.01 Large

S3 CC 3.6 ± 1.2
EC1 2.9 ± 1.5 22.8% 0.141 0.49 Small
EC2 3.2 ± 1.7 11.3% 0.460 0.24 Small
EC3 2.2 ± 1.0 62.6% 0:0006� 1.21 Very Large
EC4 3.1 ± 1.5 26.9% 0.0714 0.60 Medium
EC5 2.3 ± 1.0 57.9% 0:0007� 1.19 Large

Note. The (�) indicate that the result is statistically significant at p < 0.05.

Table 3. The rotation error, in degrees.

Task Condition Avg ± std. dev. (CCi-EC)/ CCi p Cohen’s d Effect size

S1 CC 5.52 ± 3.48
EC1 3.62 ± 0.67 52.6% 0:0246� 0.76 Large
EC2 4.19 ± 0.97 31.9% 0.115 0.52 Medium
EC3 3.22 ± 1.42 71.4% 0:0111� 0.87 Large
EC4 3.29 ± 1.11 68.0% 0:0112� 0.86 Large
EC5 3.15 ± 1.34 75.3% 0:008� 0.90 Large

S2 CC 6.12 ± 2.56
EC1 3.79 ± 0.75 61.6% 0:0004� 1.24 Very large
EC2 3.84 ± 0.90 59.2% 0.070 0.39 Small
EC3 3.18 ± 1.11 92.3% <0:0001� 1.49 Very large
EC4 3.69 ± 1.48 66.0% 0:0009� 1.16 Large
EC5 3.02 ± 1.25 102.8% <0:0001� 1.54 Very large

S3 CC 4.20 ± 1.92
EC1 2.50 ± 0.97 68.4% 0:0013� 1.12 Large
EC2 3.26 ± 0.98 29.4% 0.062 0.62 Medium
EC3 2.32 ± 1.14 80.8% 0:0007� 1.19 Large
EC4 2.54 ± 1.39 80.0% 0:0039� 0.86 Large
EC5 2.12 ± 1.30 97.90% 0:0003� 1.29 Very large

Note. The (�) indicate that the result is statistically significant at p < 0.05.
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5.3.2. Perception
We have also investigated the task load and rank score of
our method using the questionnaires.

5.3.2.1. Workload. Figure 10 shows the results of the task
load. The sphericity assumption is violated: p <
0:001ðS1, S2, S3Þ: After applying the Greenhouse-Geisser cor-
rection, the overall ANOVA reveals significant differences
between the five conditions: ðF2:027, 38:508 ¼ 25:364, p <
0:001Þ for S1, ðF2:463, 46:798 ¼ 45:621, p < 0:001Þ for S2, and
ðF2:793, 53:068 ¼ 26:250, p < 0:001Þ for S3. Post-hoc analysis
reveals that the task load of EC1, EC3, EC4 and EC5 were sig-
nificantly smaller than that of CC for all scenes, and the task
load of EC2 was not significantly smaller than that of CC
for all scenes.

5.3.2.2. Rank score. Figure 11 shows the results of the rank
of all conditions. The sphericity assumption is violated:
p< 0.001. After applying the Greenhouse-Geisser correction,
the overall ANOVA reveals significant differences between
the five conditions: ðF2:516, 62:902 ¼ 72:215, p < 0:001Þ: Post-
hoc analysis reveals that the rank score of EC1�5 were sig-
nificantly higher than that of CC for all scenes. The ranking
results from top to bottom are EC5, EC3, EC4, EC1, EC2,
and CC.

5.4. Discussion

The results in Table 1 support H1: Participants completed
the task significantly less time with EC1, EC3, EC4, and EC5

than with CC. So the results in Table 1 support H1. There
are two possible reasons: (1) If participants did not rotate
and scale rotate and scale the object in time when the object
is translated, the translation accuracy would be affected.
Likewise, if participants did not translate in time when the
object was rotated and scaled, it would also affect the rota-
tion accuracy. Since different manipulation viewpoints are
suitable for different manipulation types, MGF can guide the
user to the appropriate manipulation viewpoint in time,
allowing two users to translate, rotate and scale objects in
time, thus improving efficiency. Although EC2 can also
guide the user to the appropriate manipulation viewpoint,
frequent viewing of the map makes it impossible for the
user to manipulate at the appropriate manipulation view-
point in time, which affects the manipulation efficiency. (2)
In MGF construction, some impossible manipulation view-
points are removed, and users can avoid these impossible
manipulation viewpoints for manipulation, which greatly
improves the efficiency of collaborative manipulation.

EC3 and EC5 are faster than EC1 and EC4. This may be
because the participants using EC1 and EC4 cannot accur-
ately use teleportation to transmit to the corresponding pos-
ition. Moreover, the small balls will block the user’s sight
and affect the manipulation.

Table 4. The scale error, in times.

Task Condition Avg ± std. dev. (CCi-EC)/ CCi p Cohen’s d Effect size

S1 CC 0.020 ± 0.010
EC1 0.014 ± 0.013 49.9% 0.275 0.73 Medium
EC2 0.020 ± 0.013 0.5% 0.982 0.01 Very small
EC3 0.013 ± 0.012 54.9% 0.138 0.63 Medium
EC4 0.013 ± 0.007 54.9% 0.090 0.63 Medium
EC5 0.011 ± 0.007 70.4% 0.090 0.74 Medium

S2 CC 0.033 ± 0.018
EC1 0.030 ± 0.018 8.9% 0.654 0.15 Very small
EC2 0.029 ± 0.010 13.8% 0.410 0.27 Very small
EC3 0.032 ± 0.022 1.5% 0.948 0.02 Very small
EC4 0.025 ± 0.006 28.7% 0.104 0.63 Medium
EC5 0.030 ± 0.022 7.2% 0.743 0.11 Very small

S3 CC 0.012 ± 0.007
EC1 0.011 ± 0.007 2.9% 0.886 0.10 Very small
EC2 0.012 ± 0.007 0.1% 0.956 0.01 Very small
EC3 0.010 ± 0.005 18.6% 0.441 0.29 Small
EC4 0.011 ± 0.004 2.9% 0.805 0.05 Very small
EC5 0.011 ± 0.010 7.7% 0.769 0.10 Very small

Figure 9. Mean teleportation. T is the teleportation number of the user T; RS is
the teleportation number of the user RS. Error bars indicate standard deviation.

Figure 10. Box plots for task load scores of the six conditions in the all scenes.
Asterisks denote statistical significance.

Figure 11. Rank Score for each condition.
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Tables 3 and 4 do not support H2: The results in Tables
2–4 show that the null hypothesis cannot be rejected (H2):
Compared to the CC, EC1, EC3, EC4, and EC5 significantly
reduced the position error and rotation error. However, EC2

did not significantly reduce the position error and rotation
error. Compared to the CC, all experimental conditions did
not significantly reduce the scale error. Therefore, the results
in Tables 2–4 show that the null hypothesis cannot be
rejected (H2). The main reason may be: MGF calculates the
center distance and long axis angle between the target OBB
and the object OBB for each sampled viewpoint in MGF in
real-time. Furthermore, MGF calculates the ratio of the pro-
jected area of the target and the object. Under the guidance
of those visualization methods, two users can reach the
viewpoint suitable for translation and rotation manipulation
at the current moment to manipulate objects in time and
accurately. The EC2 method does not significantly improve
the translation and rotation accuracy because it is difficult
for most people to guide to the appropriate viewpoint with
the map-only guidance method, which discourages the user’s
enthusiasm to reach the appropriate manipulation view-
point. The possible reason scale error does not improve sig-
nificantly is that when the user RS manipulates a certain
scale error, most of the effort is spent on reducing the rota-
tion error.

The results in Figure 10 support H3: Compared with the
control condition, the task load of EC1, EC3, EC4, and EC5

are reduced significantly. The main reason may be that
when two participants are manipulating, the CC requires
multiple teleportations to find a suitable manipulation view-
point. In addition to paying attention to manipulation, the
user needs to analyze which manipulation viewpoint is suit-
able for manipulation multiple times, resulting in two partic-
ipants spending more time and fatigue. For EC2, the
participants need to analyze the positional relationship of
each manipulation viewpoint and the participants’ position
and orientation on the map, which increases the burden and
makes the participants feel impatient. Participants focus
most of their efforts on manipulation accuracy for EC1, EC3,
EC4, and EC5.

The results in Figure 9 show that the teleportation num-
ber of EC1�5 are not significantly smaller than for CC.
Furthermore, it shows that MGF for collaboration manipula-
tion is not related to the number of teleportation but is
related to the manipulation viewpoint in the virtual scene.
In all methods, the mean teleportation times of user RS is
higher than that of user T. The possible reason is that one
user is responsible for two manipulation types. As shown in
Figure 11, the preferred method for most participants was
EC5. Most participants do not like the guidance method of
the small balls (EC1). The possible reason is that the partici-
pant cannot accurately reach the manipulation viewpoint
with teleportation. The possible reason for only maps (EC2)
is that participants spend a long time observing the small
map but had difficulty quickly establishing the correspond-
ence between the map and the VE., and most participants
do not like this method.

6. Limitations, and future work

A limitation of our method is that the computation of MGF
does not take into account the geometric and appearance
details of the manipulated object and target. During the
manipulation, the more details of the object and the target
are exposed, the easier it is for the user to match the object
with the target. Future work is to integrate the appearance
and geometric details of manipulated objects and targets
into the computation of MGF. The larger the proportion of
visible pixels with rich surface texture details and geometric
features, the corresponding MGF value should be higher.
The second limitation is that our method now does not
work for cases with unknown targets since we use the target
information to sample the manipulation viewpoints and
compute MGF. So another future work is removing the
requirement of the known target and exploring the gaze-
based method to guide the manipulation. MGF calculated by
our method consists of three parts: T, R, and S. We cur-
rently use “T” to guide users responsible for translating and
use “RS” to guide users responsible for rotating and scaling.
Of course, separating R and S to guide two users is also pos-
sible. If the scene is large, the user needs to walk a long dis-
tance to be guided, and the same type of users can also be
multiple people. Our user study recruited 36 participants,
aged 20–31, including 6 women, we mainly considered the
following situations: (1) Our user study needs to be done
three times, about one hour each time, and the time is lon-
ger. The participants are recruited from the students of our
university. Since we are a science and engineering school,
there are few girls, so there are few girls tested. Age
Distribution 20–31; (2) Due to the COVID-19 epidemic, the
school campus is still closed so far, and it is difficult to
recruit participants of all ages in society; (3) We believe that
the impact of user gender and age on manipulation is a
complex topic that requires extensive user studies to model
the relationships between different factors. Therefore, we
plan to investigate this topic in our future work further.
And by providing appropriate compensation, we can attract
more participants, including more women, to participate in
the experiment and enhance the diversity and inclusivity of
the participants. And in future work, we will use experi-
ments to prove the influence of different combinations of
manipulation types on two-person collaboration. We did not
consider the analysis of the scene as one of the factors. In
the scene, whether the object being manipulated as a consid-
eration factor affects the accuracy and efficiency of manipu-
lation is a question worth studying. And in future work, We
will study whether the two factors of the scene and manipu-
lated object affect the accuracy and efficiency of
manipulation.

7. Conclusions

We have proposed a collaborative object manipulation
method guided by the manipulation guidance field to
improve accuracy and efficiency. With the visualization of
MGF, users of the different manipulation types, such as
translation, rotation, and scaling, can find the locations with
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better views to manipulate the objects easily. Compared with
the method without MGF, our method has significantly
reduced task completion time, position error, rotation error,
and task load. We also find the hybrid visualization of color
squares and the mini-map is the user’s favorite MGF visual-
ization. All in all, the proposed collaborative object manipu-
lation method guided by the MGF has the potential to
improve the usability and performance of VR applications
that involve object manipulation. The concept of MGF and
its construction method, as well as the strategies proposed
to accelerate the MGF update process, can be further studied
and refined to enhance the collaborative object manipulation
experience in VR.
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